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Fast, QuantuniResistant Secure Boot Solution

For RIS MCUs with of€hip program stores \

Demo at Poster SessidiynewtRTOS oHliFiveldevelopment board

Runtime metrics ‘/

Powered by Walnut Digital Signature

cve e 1 £ 32 NRGKYu

B Lo ms AUp to 40X faster than ECDSA at-b8

ECDSA P521 256-bit (not supported) Securlty ; ) R ”
A{YFEt F2204LINAYGY SL&Ad®e TA

WalnutDSA 128bit 6.76 ms OTP ROM P

WalnutDSA 256-bit 33.6 ms ABased on Group Theoretic Cryptography \ 2

CPU Clock: 256 MHz (GTC) O

RTOS: Mynewt 1.3.0 AGTC Leverages

- Structured groups
- Matrices and permutations

@
SECURE/RF - Arithmetic over finite fields



What GEN

Ccode — GCC ——> GAS > binary
A objdunV A
ZLATTICE Scheme L
description binutils
y 4 | /
te%’”ca disassemble
CGEN —> libopcodes ~ GDB

-

RENESAS target sim



How does it work?

( define -insn
( name "add" )

(comment "register add" )
(attrs  base - isas )
(syntax “"add ${rd},${rs1},${rs2}" )

(format + ( f-funct7 funct7 ) rs2rsl
(f-funct3 funct3 ) rd (f-opcode opcode))

(semantics (set Dlrd (add DIrslirs2 )))



About Syntacore

IP company, founding member of RISCfoundation

Develops and licenses statd-the-art RISCV cores
YInitial line is available and shipping to customers
ySDKs, samples in silicon, full collateral
)/Core team comes from 10+ years of high&yevant background
y2.5+ years ofocusedRISCV development

Full service to specialize CPU IP for customer needs
)f One-stop workloadspecific customization for 10x
improvements
E with tools/compiler support
y. IP hardening at the required library node
y SoCintegration and SW migration

Performance/Features

SCR1

RTOS/Bare Metal

SCR3

SCR4

SCR5

Linux

Y

Area

Syntacore”

Custom cores and tools

b RISC



SCR1 overview

Compact MCU core for deeply embedded applications

Scmgzzfﬁzlumr Y Open source under SHiicense since May 2017 (Apache 2.0 derivative with HW
TAP JTAG specific)
P Coneer "| Controller 71} * Unrestricted commercial use allowed
Breakpoint Module y- RV32I|E[MC] ISA
MPRE CSRE IPIC 5%\ <15kGatesin basic RV32EC configuration
| oo | o0 | 1su V' 2to 4 stages pipeline
i i y' M-mode only
/&;\ @ /' Optional configurable IPIC: 8..32 IRQs
> G4KB TCM |+ )/ Optional integrated Debug Controller DMIPS -02 1.28
A:'l;..me s— AHB-Lite (_Jf’e”O_CDbaseo_' Performance* -best** | 1.72
e bridge V' Verification suite oer MHZ
| | Y Documentation O ol e o A o |00
)f Besteffort support provided -best** | 2.78
)f Commercial support available

Syntacore” https://github.com/syntacore/scrl L RISC

Custom cores and tools



https://github.com/syntacore/scr1

> Why RISGV LLVM

Diving into RISGV LLVM

Current status lOWR ISC

5 Approach

Nest steps

Supporting your own extension

Get involved Alex Bradbury
asb@Ilowrisc.org @asbradbury @Ilowrisc



Securing a RISC-V Core for |IoT Applications
with Dynamic Information Flow Tracking (DIFT)

: : I/O CHANNELS
Motivation v DIFT : :
_ Step 1. Each data item coming
A Many loT devices are prone to [ TAG } from potentially malicious

attacks due to low-level channels is extended with a tag
programming errors (e.g. buffer that marks it as spurious
overflow and format string
attacks)

Contributions
A Design and implementation of a
low-overhead protection scheme

based on DIFT to secure RISC-V
cores for IoT applications

INITIALIZATION

Step 2. During program
execution, the RISC-V core
performs tag propagation to
keep track of information flows
generated by spurious data

VULNERABILITY

PROGRA | ~

DETECTION

Step 3. By tag checking, the
RISC-V core detects if spurious

SECURITY EXCEPTION data are used in an unsafe
manner and generates a

A Demonstration with an security exception
FPGA-based prototype

C.Palmierg G. DiGuglielmqg L.Lavagngand L. Carloni




Design, Implementation, and Evaluation of the
DIFT—Enhanced RISC-V Processor Core

ALU
Decoder - ( toad ‘
( “ Store
N Unpit J
— | CSHEER) J— A
Register Fil e MUOLT ) Iag
DIV Check
A B o ) B TSN
Instrtction f EE ( 555 > Dat
> Update Propagation ata
: Cache ' R Memory v
. D-RISCY I off-chip

Design and implementation of a DIFT architecture for an optimized
4-stage, in-order, 32-bit RISC-V core based on the PULPino platform

The D-RI5CY architecture supports various software-programmable security policies; it was evaluated with
policies for memory protection

The experimental results demonstrate that securing a RISC-V core with DIFT is feasible, does not incur in any
run-time overhead, and requires negligible resources

C.Palmierg G. DiGuglielmqg L.Lavagngand L. Carloni
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Two-Level Icache

Results
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1$ type
Characteristic

SP MP Two-
Level
Throughput -5% 1.00 -15%41
Area 1.00 +50% +40%
Compayigen betweepsyolighpots arga 1.00
ancEpfsienafficigncy among SP, MP
and two-level icgche. 1.0Q means the
best among the fhree types of icachq.

[1] For throughput, the value of two-
level icache is the worst case.

All value in the table are the average
value except [1] . For more details and
data, please see the poster.
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Evaluation of RISC-V for Pixel Visual Core

Matt Cockrell (mcockrell@google.com)
(May 9th, 2018

GO g |e

Google



Overview

0 Use case

O Core selection

O Integration




Background: Pixel Visual Core

n P i Msedl Core is the Google-designed it -
Image Processing Unit (IPU)d a fully wmee | IPU 10 Block

programmable, domain-specific - % IPU IPU
processor designed from scratch to = Core2 | Core1
deliver maximum performance at low | s g
powdl] . o [ i Core4 | Core3
R 1.5 IPU IPU
Critical point: A dedicated A53 (top left) 8y ..| Core6 | Core5
aggregates application layer IPU resource | paaht e B
requests and configures appropriately. | Viganl g I a il
Magnified Image of Pixel Visual Core
[ 1] APi xel Vi sual Cor e: i mage processing and machine | earning on Pixel 20,

Oct 17, 2017, Ofer Shacham, Google Inc.



Pixel Visual Core today

Main Dedicated A-Class CPU
CPU runs OS and support IPU
|
| |
I/0 IPU




Modern SoC - multiple accelerators

Modern mobile SoC with Main Main CPU no longer
mu|t|p|e devices. CPU dedicated Only to IPU
+ Local controller is desired

|
X Y Z ﬁ’j PU /0
|

Add microcontroller as job
scheduling and dispatch unit.

Open source IP is an

interesting option for this
microcontroller.



Core Selection Considerations

Level Of Effo rt How difficult would it be to work with and integrate.

Risk Stability and reliability of support.

License  Flexibility of use.




Candidate 1: BOttle ROCket (https://github.com/google/bottlerocket)

Internal Project to demonstrate ability to easily develop custom RISC-V
implementation by leveraging Rocket Chip.

¢

0 Implements RV32IMC

0 Represents evaluating Rocket Chip as an option.



https://github.com/google/bottlerocket
https://github.com/google/bottlerocket

Candidate 2: Merlin (nttps:/github.comforigintfi/riscy)

O«

O«

O«

Core provided from a hobbyists developed
compati ble with AQFI owo

Implements RV32IC

The hobbyist was a team member, use of this core
woul d become a Abuil d from

shutterstock.com - 219171082



https://github.com/origintfj/riscv
https://github.com/origintfj/riscv
https://github.com/origintfj/riscv
https://github.com/origintfj/riscv

Candidate 3: RISCY (RISK'EE) (https://github.com/pulp-platform/riscv) e

0 Provided from the PULP team

0 Implements RV32IMC with added extensions

0 This candidate comes from and is maintained by academia



https://github.com/pulp-platform/riscv
https://github.com/pulp-platform/riscv
https://github.com/pulp-platform/riscv
https://github.com/pulp-platform/riscv
https://github.com/pulp-platform/riscv
https://github.com/pulp-platform/riscv
https://github.com/pulp-platform/riscv
https://github.com/pulp-platform/riscv

Open core comparison

Core Level of Effort Risk License
Bottle Rocket
ol High Med "H
Merlin Low High "H
RISCY
O Low Med "H




Recommended Candidate

Selected RI5SCY from PULP:

PULP

0 Had been taped-out

0 Provided infrastructure

S Solderpad license Parallel Ultra Low Power
0 Itwas implemented in SystemVerilog (instead of Chisel):

3 SystemVerilog builds on established physical design and verification flows
3 Chi sel generated Verilog |l oses designero6s inten
3 Chisel generated code makes certain physical design items difficult such as sync/async

clocks, power domains, clock domains, etc.



Integration of RISCY

The Good: The Bad: _ The Ugly (Scary):
d RTL provided in 0 Numerous lint errors 6 Version control
SystemVerilog O Ad hoc verified 6 Bugs found in:
8 ETH/PULP Team O Bugs found: _ 2 Multiplier
0 Debug capability 3 PULPIino Co.mpller 3 LSU
0  Able to work with Valtrix to & Documentation
verify § 2 Extensions _
8 Documentation 0 Debug setup requires

PULPIno specific utilities.

T'HX

" G00D



Recap and next steps

Where we have been:
' Describe possible PVC configuration mechanism

[ Continued evaluation of RISCY
[ Shared experience of integrating open source IP

Where we are going:
[ Add full compliance for privilege/debug specification.
[ Evaluate performance impact after adding RI5SCY to PVC




(Heterogeneousystems’ncorporatingcustom HDL designssuallyrely on mocksystems R

A additionaleffort required
A simulateddata/scenarios

Ve

kA no visibility on HWSW interactions

TCCF: QEMWModelsim-basedco-simulation framework

V/ full visibility oninternalsduringreal interactions
\/ host software and HDllnmodified

TCCF: Tight@€oupled Cesimulation Framework for RISCBased Systems
X.Ruppen R.Rigamontj A. Dassatti



