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Why HW/SW co-design?

* Design cycles are radically decreasing, and
new HW platforms become more complex:
features vs security vs safety vs ease-of-use

* More and more software is expected to be
provided for out of the box experience

» Configurability and openness of RISC-V offers
the promise of “software-driven” design...
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Why HW/SW co-design?

* ... but new tools and methods are needed to
deliver on the promise

* You can’t just build your platform sequentially
any more, many elements need to be set in
motion simultaneously and iterated on

» Cost of bug caught early is 1000x less than
one caught further down the line
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Continuous Integration based development
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By: @ antmicro Renode - a new approach to complex embedded systems development
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Renode in short

rapid development framework for building
software including real, end-user applications
open source Instruction Set Simulator (ISS)
with a multi-layered framework on top

strong background in practical use across
multiple architectures (mainly but not only
ARM & RISC-V)

commercial backing from Antmicro - we use it
ourselves extensively
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Renode - why?

system emulator - mimic entire boards or
even multiple connected nodes

most interesting name | heard: “hierarchical
functional simulator” - ‘building-block’ nature
scriptable, APl-oriented, extremely flexible
software agnostic - runs Zephyr, Linux, bare
metal, proprietary SW: binary compatible (no
special compilation targets)
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Easy to develop & prototype

 lots of useful abstraction and interfaces

e human readable, modular and extensible
platform description format

» plug-and-play blocks, Python stubs

uart: UART.MiV_CoreUART @ sysbus 0Ox70001000
clockFrequency: 66000000

cpu: CPU.RiscV @ sysbus
cpuType: "rv32g"

plic: Interrupts.PlatformLevelInterruptController @ sysbus 0x40000000
IRQ -> cpu@El
numberOfSources: 31 //based on release notes
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sy: [(£)antmicro
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Layer #2: The device
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sy: [(£)antmicro

Layer #1: System-on-Chip

CAN Ethernet RAM
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Enabling the Freedom to Innovate:
PolarFire SoC FPGA architecture

 Microsemi

a X\ MicracHIP company
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PolarFire SoC FPGA architecture

Deterministic, Coherent CPU Cluster

N

Performance / Event

: ‘ : ‘ Counters
128K Boot Flash

RISC RISC
RV64IMAC RV64GC * Instruction Trace
Secure Boot Monitor Core Quad Core * AXI Bus Monitors

* 50 Break Points

* Fabric Logic Monitor
¢ SmartDebug

* Debug Locks

Deterministic L2 Memory Subsystem Coherent Switch

| | f

DDR4/LPDDR4 Controller — AMBA Switch with Memory Protection and QoS

| | f o

DDRIO PHY
Low Power
PolarFire” FPGA
Architecture
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Before - a USD 3000 development platform
(hard to fit in carry-on luggage)
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Now - Renode, a free and open source framework
that's in your PC (or server)

Get Renode™ for:

Fedora

Linux, (.rpm)

Arch

Linux,

Debian

Linux, (.deb)
() (:pkg:tarxz) (w)

Download Download Download

macO0S Windows

Download Download
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PFSoC support

* Entire SoC complex

* include lots of I/0 like USB, PCle, CAN, I2C,
SPI, GPIO, Eth...

« can model additional peripherals in the FPGA -
easy to add new models as blocks

* integration with Verilator to actually
co-simulate the IPs
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ay: (FJantmicro

PFSoC support highlights

interfaces for multi-node connectivity
also host-guest networking for Eth
networking includes TSN/PTP

analyze protocols, debug entire system
at the same time

CAN | Ethernet

ol th

Renode - a new approach to complex embedded systems development
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Renode 5 o x t 1

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

(e p o = a x
| | © X | Q Y S == IR U=
-] Expression... +
No. Time Source Destination Protocol Lengtl Info &

79 23.697911 IEEE 8 5 Ack

80 23.698900 :0:0: :0: UDP 45 5678 ~ 8765 Len=4

81 23.700585 UpP 45 5678 ~ 8765 Len=4
82 23.704930 IEEE 8 5 Ack
83 23.705019 IEEE 8 5 Ack

84 23.706541 1:200:0:0:1 UDP 45 5678 ~ 8765 Len=4
85 23.708756 IEEE 8 5 Ack

non exis | 86 24.358303 fe80::200:0:0:2 ICMPVE 97 RPL Control (DODAG Information Object)

13:41:24.1211 [DEBUG] client/radio: Sending frame 0x61 0xDC 0xB OXCD OXAB Ox1 0x0 0x0 Ox@ 0xO 0Xx0 OXx0 §§ ;;ggggﬁ 11200:0:0:2 lIJggE . 42 izﬁs - 5678 Len=4

0x0 0x40 OxA4. (2 89 27.987692 uop 45 8765 ~ 5678 Len=4
erver 1s: [CPUO: 0x2 ‘A Re ubleword om non exis g 90 27.999954 IEEE 8 5 Ack

0 91 28.001139 UDP 45 5678 — 8765 Len=4

92 28.002669 8 UDP 45 5678 ~ 8765 Len=4
93 28.003380 IEEE 8 5 Ack
from no s g 94 28.003405 IEEE 8 5 Ack

0 Ox0 0x0 0x0 Ox0 5 2 9. UDP ! en=4
96 28.011509 IEEE 8 5 Ack

4 »

Frame 95: 45 bytes on wire (360 bits), 45 bytes captured (360 bits) on interface @
IEEE 802.15.4 Data, Dst: 00:00:00:00:00:00:00:02, Src: 00:00:00:00:00:00:00:01
6LOWPAN

Internet Protocol Version 6, Src: ::200:0:0:1, Dst: ::200:0:0:2

User Datagram Protocol, Src Port: 5678, Dst Port: 8765

Data (4 bytes)

0x2 0x0 0x0 Ox0 Ox0 Ox({ Data: 0§000000

0x0 0x1 0x0 OX1E OX0 [Length: 4]

fr

rom non exis ]
KO 0x0 Ox0 O0x0 Ox0

(vvvww

61 dc @a cd ab 62 00 6@ ©0 G0 00 00 00 01 60 00 a
00 00 00 00 60 7e f7 00 e3 06 03 00 ff 00 00 00
f@ 16 2e 22 3d c4 66 65 00 00 00 dO 5f

13:41:28.4383
0xC4 0x66 OX5

to fdee
5 from fdee:
Frame (45 bytes) Decompressed 6LoWPAN IPHC (60 bytes)

7 Ready to load or capture Packets: 96 - Displayed: 96 (100.0%) Profile: Default
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PFSoC support highlights

* interfaces for connecting e.g. sensors
and actuators

» quite useful for building real boards that
interact with the external world

12C SPI

3

Renode - a new approach to complex embedded systems development

sy: [(£)antmicro
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i SCwD/
ttp-server) en

[DEBUG]
[DEBUG]
[DEBUG]
[DEBUG]
[DEBUG]
[DEBUG]
[DEBUG]
[DEBUG]
[DEBUG]

Spil:

spil

spil:
spil:

spil

spil:
spil:

spil

spil:

SSI enabled.

.ethernet: Write to 0x1F, bank 0,

SSI disabled.
SSI enabled.

.ethernet: Read from 0x19, bank 1.

SSI disabled.

SSI enabled.

.ethernet: BitClear to 0x1C,
SSI disabled.

bank 1,

value 0x5.

bits to clear:

Zephyr HTTP Server

€ ®|192.0.22

Zephyr HTTP Server - Mozilla Firefox

It Works!

Temperature: 37.000
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PFSoC support highlights

 interfaces for connecting with
interesting external elements
» enable to really explore the flexibility of

Renode

PCle

uUsB |

sy: [(£)antmicro

Renode - a new approach to complex embedded systems development
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SoftConsole integration

» Standard IDE, comes
bundled

* Linux and Windows

+ examine the entire system
as you’re developing code

* new and exciting abilities

s (Qantmicro

SC e

File Edit Source Refa
|| ~in|mmn®

[y Project Explorer 52 =

&

B
Bis

3 miv-rv32imaf-raytracer-ua A

v (5 pse-blinky
& Binaries
) Includes

) €3 config

v (& mss_gpio
, [ mss_gpio_regsh
> [€] mss_gpio.c
[ mss_gpioh
(@ mss_uart
2 hart0
> 6 estc
2 hart1
8 hart2
> €3 pse_hal
(& Debug
> (& Release
& hal
| pse-blinky hart0 Attach-
nce_hlinins hart Attach.
>

(=]

{ (machine-8)

mss_gpio_id_t port_id,

mss_gpio_inout_state_t inout_state

if(e
{

B e

v @@ pse-blinky Start-Renode-et A

devitools\softconsol

W riscvbd-unknown-elf-gc

v @, PolarFire-SoC-Renode-em:

»i C\devtools\softconsol

v [E] pse-blinky hart0 Attach-to-
v i pse-blinky.eff

v i Thread #1 <main> (¢

= MS5_GPIO_set_ou

€510 at e51.c:142

main_first_hart() z

0x0
>

B Console R & T

PolarFire-SoC-Renode-emulation-platform [Program] C:\devitools\softconsole\SoftConsole_v6.0\renode\bin\Renode.exe
4:23:46.0131 [DEBUG] gpiol:

[DEBUG] gpiol
[DEBUG] gpiol
[DEBUG] gpiol
[DEBUG] gpiol
[DEBUG] gpiol

:23:46.0141 [DEBUG] gpiol:

v

WriteUInt32
WriteUInt32
WriteUInt32
WriteUInt32
WriteUInt32
WriteUInt3

WriteUInt32

gy
2= Outline

% mss_gpioh

% hal_asserth

2 mss_plich

o mss_sysregh

# GPIO_INT_ENABLE_MASK

# OUTPUT_BUFFER ENABLE_MASK

# NB_OF_GPIO_GPIOD

# NB_OF_GPIO_GPIO1

# NB_OF_GPIO_GPIO2

# NB_OF_GPIONTR

&° g_gpio_irgn_lut

+4+% gpio_number_validate(GPIO_TypeDef*, mss_gp

© MSS_GPIO_init(GPIO_TypeDef*) : void

© MSS_GPIO_config(GPIO_TypeDef*, mss_gpio_ic

© MSS_GPIO_set_output(GPIO_TypeDef*, mss_gp

©  MSS_GPIO_drive_inout(GPIO_TypeDef*, mss_g

© MSS_GPIO_enable_irq(GPIO_TypeDef*, mss_gpi

© MSS_GPIO_disable_irq(GPIO_TypeDef*, mss_gp

© MSS_GPIO_clear_irq(GPIO_TypeDef*, mss_gpio,
gpio_number_validate(GPIO_TypeDef*, mss_qp ¥

>

gpio_number_validate(gpio, port_id))

Neme
v 5% General Registers
i 0xB005104
§ 08026530
0x8005¢f0
0x80065¢0
0<B00000000041105.

AR EE e

to @xA4 (SetRegister), value @x4.
to @xA@ (ClearRegister), value @xl.
to @xA@ (ClearRegister), value @x2.
to @xA® (ClearRegister), value @x4.
to @xA4 (SetRegister), value @xl.
to @xA4 (SetRegister), value @x2.
to @xA4 (SetRegister), value Ox4.

| Smart Insert

| writable

Launching pse-blinky St...attach: (100%)

Renode - a new approach to complex embedded systems development
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SoftConsole integration

* Renode is extremely
extendible

* Debug, tracing,
visualisation - we have all
the data

ay: (FJantmicro

Keyboard: Pointer: Take screenshot!

Resolution: 256 x 256 (RGBX8888)  Cursor position: unknown  Framerate: 4 fp|

8 x 128 (RGBX8888)
A4 O

Renode - a new approach to complex embedded systems development




£ Menu g5 (=] antmicro@renode-. W@ 31423y

antmicro@renode-dell: ~/renode-hg-master/renode = o x

File Edit View Search Terminal Help & Test Suite Test Log x \ +
Execute Command sysbus.gpioInputs.user switch 1 Toggle € @ | file;///home/antmicro/renode-hg-master/renodefoutput/tests/log.t wBa ¥ 4 b =
Test If Uart Is Idle 5

should Generate Interrupts On Gpio Both Edges Test Suite Test Log e s G 155
Create Machine riscv-interrupt-blinky-gpio_interrupts-edge both.elf-s 134928-d9e 30 seconds ago
Create Terminal Tester ${UART} L
Test Statistics
Start Emulation
Total Statistics ¢ Total ¢+ Pass ¢ Fail ¢+ Elapsed + Pass / Falil

Wait For Line On Uart CoreTIMER and external Interrupt Example. Critical Tests 9 39 0 00:01:08
Wait For Line On Uart Observe the LEDs blinking on the board. The LED patterns changes every All Tests 9 9 0 00:01:08

?] TesEIL Uart: Is Tdle 5 Statistics by Tag 4 Total ¢+ Pass ¢ Fall ¢ Elapsed¢  Pass/Fall

6 Execute Command sysbus.gpioInputs.user switch © Toggle NoTags

5 Wait For Line On Uart GPIO1

4 Statistics by Suite ¢+ Total + Pass ¢ Fail ¢+ Elapsed + Pass / Fail

3 Execute Command sysbus.gpioInputs.user switch © Toggle Test Suite 9 9 0 00:01:09

2 Wait For Line On Uart GPIO1 «

1 Test Execution Log
Execute Commg sysbus.gpioInputs.user s ch 1 Toggle

MivSEobot = Test Suite
Full Name: Test Suite

HotSpot Action:

Source: home/antmicro/rer platforms/MiV/MiV.robot
antmicro@renode-dell:~/renode-hq-master/renode$ ./test.sh tests/platforms/MiV/MiV.robot Start/ End / Elapsed: 20180430 14:18:02.710 / 20180430 14:19:11.989 / 00:01:09.279
Preparing suites Status:

9 critical test, 9 passed,

Starting suites 9 test total, 9 passed

Running tests/platforms/MiV/MiV.robot

+ renodskeywards. Setup
+ rnode-keywads. Teardown
Blink Led Using Syst + Should Blink Led Using Systick
Should + Should Blink Led Using CoreTimer
+ Should Run FreeRTOS Sample
+ Should Run LiteOS Port Sample
+ Should Generate Interrupts On Gpio Rising Edge
Should + Should Generate Interrupts On Gpio Falling Edge
Should = Should Generate Interrupts On Gpio Both Edges
éhould Full Name: Test Suite.Should Generate Interrupts On Gpio Both Edges
Start/ End/ Elapsed: 20180430 14:18:49.106 / 20180430 14:18:54.380 / 00:00:05.274
Status: (critical)
+ remate. Reset Emulation
9 critical tests, 9 passed, 0 failed + Create Machine riscv-interrupt-blinky-gpio_interrupts-edge_both.elf-s_134928-

d90257bf9f12b2133c1631952a379¢c1bebdfd97b
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Significance of PolarFire SoC platform

* as an FPGA SoC, ideal for developing and
prototyping new RISC-V hardware solutions

» custom accelerators in FPGA fabric

* Linux + real-time systems

» showing the way with an ultra-flexible
pre-silicon development platform for all
developers - Renode

& Microsemi

a A8\ MicrocHIP company

@ antmicro
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Co-simulation with Verilator

For IP you care about, you can simulate the
real RTL with Verilator

The co-simulated block works as a regular
Renode block (of course much slower), driven
from Renode with all APIs, only a small shim
needed

Divide and conquer your problem - simulate
most of the system fast and limit HDL
simulation to minimum

Developing and extending this feature with
multiple partners



R%nOde . Verllator Integratlon dwojciechowski@Dawid-Antmicro: ~/Documents/test/renode-hq/renode ° LA

e Edit View Search Terminal Help

cpu: CPU.RiscV32 @ sysbus

cpuType: "rv32g"

privilegeArchitecture: PrivilegeArchitecture.Privi_09
clint: clint

[0-3] -> cpu@[8-11]
numberOfSources: 31
prioritieskEnabled : false

4
. plic: IRQControllers.PlatformLevelInterruptController @ sysbus 0x40000000
// Power/Reset/Clock/Interrupt
clint: IRQControllers.CoreLevelInterruptor @ sysbus 0x44000000
B frequency: 66000000
[e, 1] -> cpu@[3, 7]
=5 ram: Memory.MappedMemory @ sysbus ©x60000000
size: 0x06400000

uart®: Verilated.Uart @ sysbus <0x70000000, +06x100>

filepath: "../../renode-verilator-integration/samples/uartlite/uartlite”
frequency: 100000000

limit: 10000

: .} > o) 0:28 /11:28 Scroll for details

z g ik
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Renode - Verilator integration 0o ~
uartlite:sysbus.uarto - o @
— R—
I'm alive! counter = 246 R:NOD:
.& I'm alive! counter = 247
I'm alive! counter = 248 Renode, version 1.6.1.19576 (8c9f17c8-201981891537)
I'm alive! counter = 249
I'm alive! counter = 250 s Otests/platforms/verilated/scripts/uartlite.resc
'. I'm alive! counter = 251 (uartlite)
I'm alive! counter = 252
I'm alive! counter = 253
' I'm alive! counter = 254
I'm alive! counter = 255
I'm alive! counter = 256
I'm alive! counter = 257
‘B I'm alive! counter = 258
I'm alive! counter = 259
_ I'm alive! counter = 260
B I'm alive! counter = 261
I'm alive! counter = 262
I'm alive! counter = 263
I'm alive! counter = 264
I'm alive! counter = 265
I'm alive! coul I

11:12:39.1782 [DEBUG] uart@: Write 101 to address 4
11:12:39.1792 [DEBUG] uart@: Write 114 to address 4
11:12:39.1802 [DEBUG] uart@: Write 32 to address
11:12:39.1814 [DEBUG] uart®: Write 61 to address
11:12:39.1825 [DEBUG] uart@®: Write 32 to address
11:12:39.1838 [DEBUG] uart®: Write 50 to address
11:12:39.1847 [DEBUG] uart@: Write 54 to address
11:12:39.1856 [DEBUG] uart@: Write 52 to address
11:12:39.1865 [DEBUG] uart@: Write 13 to address
11:12:39.1874 [DEBUG] uart@: Write 10 to address
11:12:39.1883 [DEBUG] uart@: Write 73 to address
11:12:39.1893 [DEBUG] uart®: Write 39 to address
11:12:39.1903 [DEBUG] uart0: Write 109 to address 4
11:12:39.1912 [DEBUG] uart®: Write 32 to address 4

11:12:39.1920 [DEBUG] uart0: Write 97 to address 4

11:12:39.1930 [DEBUG] uart@: Write 108 to address 4
11:12:39.1938 [DEBUG] uart@: Write 165 to address 4
11:12:39.1951 [DEBUG] uart@: Write 118 to address 4
11:12:39.1966 [DEBUG] uart@: Write 101 to address 4
11:12:39.1976 [DEBUG] uart@: Write 33 to address 4
11:12:39.1985 [DEBUG] uart@: Write 32 to address 4
11:12:39.1994 [DEBUG] uart@: Write 99 to address 4
11:12:39.2005 [DEBUG] uart0: Write 111 to address

11:12:39.2015 [DEBUG] uart0: Write 117 to address

11:12:39.2025 [DEBUG] uart@: Write 110 to address

11:12:39.2034 [DEBUG] uart@: Write 116 to address

11:12:39.2044 [DEBUG] uart@: Write 101 to address

11:12:39.2056 [DEBUG] uart0: Write 114 to address

11:12:39.2067 [DEBUG] uart@: Write 32 to address 4
11:12:39 2076 _[DFRUG] uarctA: Write 61 _to Address 4

LR S S G

HH LD DD

esse  11:12:39.20 [DEBUG] uart@: Write 32 to address 4
i >l i§ 0:51/1:28 Scroll f?/r details w a




_R=NOD=

Example: LiteX soft SoC

open source configurable SoC, RISC-V option
runs 32-bit Linux now!

Renode model of core and peripherals e.g.
Ethernet, UART etc.

can build, for example, a simulated setup with
multiple Ethernets

easily add extra HDL peripherals through
Verilator integration
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HW/SW co-development:
Dover Microsystems

D ! V E R Dover is developing CoreGuard™ cybersecurity

MICROSYSTEMS silicon IP, used by customers such as NXP
 Renode was extended by Antmicro for Dover with
fine-grained control of execution and debugging
* Dover uses Renode both in internal development
as well as externally

By: antmlcro Renode - a new approach to complex embedded systems development
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HW/SW co-development:
Dover Microsystems - uses

D@VER

MICROSYSTEMS

Design space exploration
Implementation

Testing

Demonstration and evaluation

By: antmlcro Renode - a new approach to complex embedded systems development




COREGUARD - SECURITY ENFORCEMENT IN HW

Architecture agnostic IP licensed and delivered as hardware design files

\
Integrates with RISC processors to y N p
provide separate, sentry logic. MEMORY SoC
( h Memory Reads (
Extracts a set of trace signals from >
Software
host processor
[ Policy Violation Handler ]
Monitors and evaluates every T e o
instruction in the host processor in e Policy Enforcer "
. S Lo eninory Host Processor
real time [ Appliesiion Cose & Deiz ] € e Hardware Interlock =
L ) : Caches !
Provide mechanism for CoreGuard PP — R
to affect a stall on the host when € CoreGuard Micropolicies
needed to evaluate policies Ve E— :
G

Exceptions thrown from CoreGuard | J L

when policy violated

© 2019 Dover Microsystems, Inc. — CONFIDENTIAL 33



MICROPOLICIES & METADATA

A set of rules that express the allowed combinations of metadata for each
possible CPU operation.

FOGUS

Heap Protection

RWX (Read, Write,
Execute)

Control Flow Integrity

Compartmentalization

Information Flow

Medical

© 2019 Dover Microsystems, Inc. — CONFIDENTIAL

MICROPOLIGY EXAMPLES

Stack Protection

Data Type Enforcement

Fine-Grained Access
Control

Code Protect

Multi-Level
Classification

Automotive

Globals Protection

Procedure Enforcement

Sandbox

Resource Management

Data Privacy

FSA Enforcement

METADATA

CoreGuard uses the metadata information
today’s processors have been throwing away.

Metadata defines ...
if the value is

if the value is

what a pointer has

if the data is

if the reference word in memory
IS a




TWO CONTEXTS OF DOVER USING RENODE

CUSTOMER DELIVERABLE INTERNAL DEVELOPMENT

= SoC has AP CPU + peripherals

= SoC has AP CPU + peripherals + CG PEX (RISC-V CPU), CG

= CoreGuard is entirely simulated in C# and C++ - -
accelerator

Policy code runs on host (e.g. X86) . _
= Policy code runs on simulated RISC-V

= Used to debug boot and runtime CG API

= Via a Renode Plugin
Registers BlockBeginHook and BlockEndHook Renode hooks

cG
Micropolicies

Hooks call generated C++ code

CcG
RENODE SOC MODEL
v
Metadata
<= Requirements

"ﬂetad:.;t,3

=3

COREGUARD SDK LITE

35




PARALLEL HW/SW DEVELOPMENT

Use Case
Specification
= HW spec developed between HW and SW (registers, behavior)
teams

= SW team implements spec in Renode and writes
firmware against spec, testing on Renode

= In parallel, HW is implementing and testing HW
design

» Integration test via FPGA and/or HW simulator

EXAMPLE
HDMI device. We had SW working against

spec, under Renode, in advance of HW.




TESTING BOOT CODE

Use Case =

\

)

= Non ELF formats (scatter-load) used by HW boot ey Coreauae PEX - sy vz

Policy Accelerator
race
Instr Stream
RO M ) e FIEQ

Iltag $ | Dtag $ |SFRs

» Easy to test in Renode

= Need full SoC simulated; copying from flash to
RAM, initializing devices
» Can instrument Renode to flag erroneous bus traffic '
» Full debugging under Renode (rarely the case at boot Wetbore Perprera Bus H Bancs M M
time on HW) Dg::s

= Peripherals (UARTSs, PICs, our CoreGuard interface)
can be instrumented to check for correct

initialization and use

= Playing with memory map




PROFILING

Use Case

\

)

= Before hardware design, can profile
different cache hierarchies, data
representations, etc.

= Get “macro” numbers — cache hits vs.
misses, number of indirections
(memory pressure), etc.
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Dover - effects

* Renode allows Dover to run thousands of tests
daily, preventing regressions (particularly bad
for security IP)

» Decreased turnaround for new feature
prototyping from days/weeks to hours

* Enabled customers to easily test-drive the
technology
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Interested? Just get it from GitHub!

R=

... and be sure to see our demo + talk to us
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Renode development services

==
===
Embedded systems Professional support, Building customized Setting up Cl and
development services implementing new tools, user interfaces improving development
powered by the platforms and integrations workflows in your
RENODE methodology organization

By: [GE)antmicro
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Summary

Renode allows practical HW/SW co-design on
many levels

Its flexibility enables easy prototyping and
practical adoption for RISC-V & mixed systems
Microsemi (Microchip) has shown the way for
enabling users with pre-silicon development
Features like Verilator integration are designed
to further strengthen the HW/SW co-design
use-case

Dover case shows how you can use Renode
throughout the entire development cycle
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A sneak peek into the future
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Projects

Settings

Help

Sign out

Add devices

Q_ Filter by name

> [3J UART

> [ can

> (3 rRQ

> O ario

> [ ethernet
> D Memory
> [ sei

> [ oma

> 3 Timer

> [ wireless

System

Q_ Filter by name

> [ Emulation

< Projects

qspiOFlash

e

Project ,’

SiFive FU540

e5THartOTim

ped

e54HartITim
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